A New Modification of Newton’s Method
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Abstract

A new iterative modification of Newton’s method for solving nonlinear scalar equations are
proposed. Weerakoon and Fernando have been propose a variant of Newton’s method in which
they approximate the indefinite integral by a trapezoid instead of a rectangle. This modification has
third-order convergence. We approximate the indefinite integral by a Simpson’s formula instead of
a trapezoid and obtain a new modification with third-order convergence. This new variant achieves
less error than the Newton’s method and the Weerakoon’s and the Fernando’s variant in special
cases. It is showed that the convergence order of our method is three.
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1 Introduction

It is well known that the iterative Newton’s formula for numerical solving a nonlinear equation com-
putes the function value the value of its first derivative. The Newton’s method converges to the root
quadratically.

Weerakoon and Fernando [1] have suggested an improvement to the iteration of Newton’s method.
They have approximated the indefinite integral by a trapezoid instead of a rectangle and the results
is a new method with third-order convergence.

In this paper we propose a modification the Newton’s iteration in which we approximate the integral
by a Simpson formula. This new modification has third order convergence also.

2 Preliminaries

We use the following definitions [1].

Definition 1 Let a« € R,z, € R,n =0,1,2,.... Then the sequence {x,} is said to convergence to «
if
lim |z, —a| =0.
n—oo
If there exists a constant ¢ > 0 an integer ng > 0 and p > 0 such that for all n > ng we have
|xn+1 - OK‘ < C|$n - a|p’

then {x,} is said to convergence to a with convergence order at least p. If p = 2 or p = 3 the
convergence is said to be quadratic or cubic, respectively.

The notation e,, = x,, — « is the error in the n'" iteration. The equation
1
ent1 = ceh +O(eh™)

is called the error equation and the parameter p is called the order of this method.



Definition 2 Let « be a root of the function f(x) and suppose that T, 1, Xy, Tni1 are three consecutive
iterations closer to the root . Then the computational order of convergence p can be computed using
the formula
~ |(@ni1 = @)/ (@n — a)| (1)
In|(zn —a)/(zn-1—a)|’

3 Iterative methods

3.1 Newton’s method

The Newton’s method for computing the « of the nonlinear equation f(z) = 0 uses the following
iteration

Tn4l = Tp — f/(xn)7 (2)

where z,, is the n-th approximation of a. It is well known this method is quadratically convergent.
The solution of the equation M (x) = 0 is denoted z,4; where

M(z) = f(zn)+f/(xn)(x_mn) (3)

The equation (3) is the tangent’s equation to the function f(x) to point .
If at the formula

@) = )+ [ " P dx ()

the integral is approximated by the rectangle, i.e.

/m N dA =~ f'(xn) (@ = z0),

n

we obtain the linear equation (3).

3.2 The Weerakoon’s and the Fernando’s modification

Weerakoon and Fernando [1] have been proposed the following variant

I 2f(xn)
Tt = f'(@n) + f'(2541) )

where 2} | =z, — [(n). The equation (5) is received from (4) when the integral is approximated by

f(@n)”

trapezoid. This method has third-order convergence.

3.3 A New Modification of Newton’s method

We approximate the integral by Simpson’s formula which is

[ roans S e (S5 ) + )}

We obtain the equation

t(a) = fon) + 25 @ ar (55 ) 4 e | )
0

We find the solution ,, of the equation M, (z,;1) =

o)+ ZHZE ] ) g () ) f <o

and obtain



6f(xn)
f/(wnJrl) + 4f, (mn+12+mn) + f/(xn)

In order to compute z,11 it is used values of the derivative of the function at points z, 1 and
Further on we replace x,41 with x};,; and use Newton’s iterative step to compute zj, ;.

* f(xn)

.'L'n+1 =Ty — f’(ggn)

Tnyl = Tp —

(7)

Tnt1+Tn
— 5 -

Deline 1T S Flen)
x:H»l +Tn L T Tn _ _ Tn
> 2" P T T T 2w
and obtain the formula
6f(2n)
Tn =Tn — * * % ’ 8
" P F AP @) + F o) ®)

where

n+1 n f’(o:n)’ n+1 n Qf’(ﬂin)

Theorem 1 Let f be a real function. Assume that f(x) has first, second and third derivatives in the
interval (a,b). If f(x) has a simple root an o € (a,b) and xq is sufficiently close to «, then the iterative
method (8) satisfies the following error equation:

Cn+1 = (02)2 e?L + O(ei),

1)
2 f(a) -

Proof: Let a be a simple root of f(x), i.e. f(a) =0, f'(a) # 0. Assume z,, = a + e,,. We use
the Taylor expansions

where e, = x, —a and Cy =

Fen) = Flaten) = f@)+ fla)ent+ 5P (@) + 3O (@)ed +O(el)
/ 1 f@(a) 1 f®(a)
= fla) |en+ A (o) e + 3 (o) el
= f'(a) [en + Cael + Cse) + O(ei)] ,

+ 0(et)

n

where C; = %f;pizfxa), j =2,3. We have

f(xn) = flla+en)

F/(@) + FO(@)en + 3 O (@)e +O(eh)

@) ®)
ff,(((j;) en + leff,(g;) 2+ 0(ed)

f'(@) [1+2Cse, +3Cse2 4+ O(ed)] .

= f) |1+

Compute
n 1 -
2{;5‘2; )) = 3 [en + CoeZ + Csed + O(el)] [1+2Cae, + 3Cse2 + O(ed)] !

[en + Cae2 + O(e3)]

(1= [2Caen +3C362 + O(e})] + [2Caeq +3C5¢2 + 0(e3)]” = -}

[en + Cgei + O(ei)] {1 — [2Cqe, + 3036721 + O(ei)] + 40226721 + - }

NI=NI= X N

1
€n — 50263 + 0(62),



. * *%
Thus we obtain for zy ,; and z%

. f@n)
‘rn+1 - Tn — f/(xn)
= a+te,— [en—Coel +0(ed)] = a+ Cael + O(ed),
T = Tp— 2 (o)

1 1 1 1 -
a+e, — [2(3" - 50263 + O(ei)] =a+ Sen + EC’gei +0(e3).

Compute

fl@ien) = f'(@)+[Coep + O(en)] P () + O(e})
_ / a 62 63 f(Q)(a)
= f'(a) {1+2C3e; + O(en)}

Pla) = £+ et 5k +0(E)] £2(a)

2
2 1)
2@ 4 o)

1 1
+ |:2en + 50267% + O(ei)]

2
~= f'(a) {1 + [en + Cae} + O(e2)] Cy + Ben + %Cgei + O(ei)} 303 + O(ei)}

= f(o) {1 + [en + Cael + O(ed)] Co + [iei + O(ei)} 303 + O(ei)}

= fl(a) {1 + Cye, + [022 + ch} e2 + O(ei)} ,

f@n) +Af (@50) + (@) = f(a) [142Cse, +3Csel, + O(e})]
+4f'(a) {1 + Caen + (022 + iC:s) e + O(efl)}

+f(a) [1 +205e2 + O(ei)]
= 6f'(a) [L+ Caen + (C5 4 C3)er + O(e})] -

Hence

6f(zn) B en + Coe2 + Csed + O(et)
Fran) +4f (@3k) + £/ (@5 41) 1+ Caen + (C3 4+ C3) €3 + O(e}))
= [en + Cael + Csed + O(ey)]
x{1 = [Caen + (C3+ C3) €2 + O(el)]
+[Coen + (Cs+C2) 2 +0(3)]" =}
= [en+Cael + Csel + O(ep)] {1 — Coe,, — Cael + O(el) }
= e, +Coe? 4+ C3e3 +0(el) — Coe? — C2e3 — Csed + 0(ed)

= en — Cley +O(ep).

Finally we obtain

ént1ta = e, +a-— [en —C2e3 + O(ei)] ,
Cie3 +0(et).

€n+1



The theorem is proved. O

The new modification has third-order convergence. We use notations
MN - the Newton’s method;

VT - the Weerakoon and the Fernando [1] variant;

V'S - the proposed modification.

Table 1 shows iterative formulas of the methods and their error equations.

Table 1
MN | Tpy1= xp— % ent1 = Cae2 + 0(ed)
- 2f(zn)
T4l = Tp — F@a)+f (x5, )’
v R ) en+1 = (C3 + 305) e, + O(en),
Tntl = In = TG,
€T = 1, — 6f(zn)
n+1 n f/(xn,)+4f/(x;11)+f/($:1+1),
Vs Tpp1 = Tn — ,{/((?;))7 eni1 = (Ca)” €} +O(eh),
T = Tn = 3

4 Numerical experiments

We were done numerical experiments for different functions and initial points. All programs were writen
in MATLAB. We compare three iterative procedures for computing the root of nonlinear equations.
We use the following stopping criteria for computer programs

(7/) ‘xn-&-l - mn‘ < \@a
(i) |f(@n)] < Ve,
where € = 2.22 ¢ — 16 is a MATLAB constant.

We introduce notations: zg - a initial point; iter - number of iterations for which (i) and (i7) are
satisfied; timesoo - the execution time for 500 times execution; p - convergence order by (1).

Table 2

f(z) T iter timesoo
MN | VT [VS |[[MN] VT | VS
a5 — | 8 | 4 - [ 324 [241
1) 23 422 -2 15 5 3 [ 3 [[1.92 | 1.96 | 1.92
3 6 4 | 4 [ 213 203 [236
2 3 3 2 [[159 | 1.64 | 1.64
3 6 8 | 3 [ 219 | 361 | 1.98
2) cosx — x 1.7 4 3 2 1.75 | 1.86 | 1.86
1 7 3 [ 3 [ 203 1.60 | 1.69
1 39 | 6 | 4 || 9.16 | 257 | 1.87
25 | 5 3 | 3 | 175 | 175 | 1.87
1 7 I | 4 [[231] 203|219
3) (z—-1)3-1 05 15 | 15 | 6 | 3.42 [ 478 | 2.91
1 9 7 | 4 |[ 264 ] 2.69 | 2.20
2 [ 10 | 8 | 6 | 314 | 324 | 3.14
Naze” —sinz | 3 | 16 | 13| 12 || 648 | 6.76 | 8.11
+3cosz +5 12 | - | 28 | 11 - [1373 762
5)evt7e=30 _1 [ 33 [ 8 6 | 5 | 314 346 | 3.23
35 | 11 | 8 | 7 | 417 | 428 | 4.28




Tables 2 and 3 show results from numerical experiments for different initial points.

and VS are convergent for every initial point.

Methods VT

Table 3
7@ Fnsy) y a
MN vT VS MN | VT | VS
- 3.33e-15 | 9.37¢-9 - 3.00 | 3.04
1) 0 4.76e-13 | 1.10e-13 - - 2.99 1.00
6.44e-10 | 1.73e-11 | 1.50e-12 || 1.99 | 2.98 | 2.99
7.78e-12 | 1.11e-16 0 - - -
1.88e-15 | 8.04e-13 | 2.34e-10 || 2.00 | 2.89 | 3.08 ~ 0.7390
2) 4.44e-16 0 0 2.00 - -
8.98¢e-9 0 1.36e-9 1.99 - 2.44
2.22e-16 | 1.18e-10 | 1.11e-16 1.96 | 2.98 | 1.96
3.46e-14 | 2.19e-11 | 5.23e-12 || 1.99 - 2.98
1.33e-15 | 5.53e-9 | 6.71e-10 || 2.02 | 2.95 | 2.96
3) 1.05e-10 | 1.08e-12 0 1.99 | 3.01 - 2.00
8.97e-9 | 1.0le-11 | 9.66e-9 1.99 | 3.02 | 3.05
1.33e-15 0 1.66e-9 2.04 - 3.04
4) 5.29¢-9 | 2.64e-9 1.26e-8 - - - ~ —1.2862
- 1.22¢-9 | 6.05e-9 - - -
5) 1.41e-10 0 5.23e-10 || 1.99 - 2.98 3.00
3.28e-12 0 9.92e-13 || 1.99 - 2.99

5 Conclusion

Our method and the Weerakoon’s and the Fernando’s variant do not need to compute the second or
third derivatives of the function, while other third-order convergence methods require these computa-
tions. Our method makes less number of iterations than the Newton’s method and uses different initial
points when compared to Newton’s method. The VS method has at least third-order convergence. Re-
sults from numerical experiments show that the convergence of the our method is independent from
initial points. If C5 > 0 then our modification achieves less error than the Weerakoon’s and the

Fernando’s variant.

Unfortunately, we can not give mathematical statement for choice a initial point for our method.
It is a problem of a future research.
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