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1. Introduction

Solving nonlinear equations is one of the most important problems in numerical analysis. To solve nonlinear equations,
iterative methods such as Newton’s method are usually used. Throughout this paper we consider iterative methods to find
asimpleroot &,i.e., f(§) = 0and f'(¢) # 0, of a nonlinear equation f (x) = 0 that uses no higher than the second derivative
of f.

Newton'’s method for the calculation of £ is probably the most widely used iterative method defined by

T D

n+1 n f/(xn) .
It is well known (see e.g. Traub [1]) that this method is quadratically convergent.
Several third-order methods based on quadratures are given in the literature. A third-order variant of Newton’s method

appeared in Weerakoon and Fernando [2] where rectangular and trapezoidal approximations to the integral in Newton’s
theorem

(1)

£ = Fou) + / f®dt @)
Xn
were considered to rederive Newton’s method and to obtain the cubically convergent method
2f (xn)
Xnj1 =X — ——————, 3
T P ) 1 ) )
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respectively, where from here on
[
f'(xn)
Frontini and Sormani [3] considered the midpoint rule for the integral of (2) to obtain the third-order method
f(xn)
f/ (Xn+JIn ) :
2
It should be mentioned that the method (5) has been derived by Homeier [4] independently
f(xn)
, fom)
f (X" - 2f/)((><n)>
In [5], Homeier derived the following cubically convergent iteration scheme
f ) < 1 1 )
Xny1 = Xp — + (7)
T2 \Few)  fow)

by applying Newton’s theorem to the inverse function x = f (y) instead of y = f (x). It should be pointed out that this method
has also been derived in [6] independently and it is now known as the harmonic mean Newton method.

In [7], Kou et al. observed that the midpoint method (5) can be obtained by using the midpoint value f/(%(x,., + yn))
instead of the arithmetic mean of f’(x,) and f’(y,) in the method of Weerakoon and Fernando (3). That is, they applied the
approximation

] ! n ! n
I (E(xn +yn>) ~ ’M (8)

n—xn

Xny1 = Xn —

Xny1 = Xn —

or

1
') =~ 2f' (5(&1 +J/n)> — f'(xn), 9)

to Homeier’s method (7) to obtain a modification of Newton’s method.
Note, if one takes Simpson'’s rule to approximate the integral in (2), the resulting method is only quadratic. A modified
method based on Simpson’s rule will be

- b (x)
F/Ga) + (b = 2f ((%n + Y2)/2) + 1 0)

where b is a free parameter. This method requires more function-evaluations for the same order and thus it is not efficient.
Similarly, methods based on Gaussian quadratures are not efficient.

Recently, Neta [8] used the method of undetermined coefficients to obtain a new efficient modification of Popovski’s
methods [9] by considering an idea of removing the second derivative. In this paper, we further investigate the use of the
undetermined coefficients in developing methods. We rederive the existing methods from this point of view and propose
new methods. For example, the approximation (8) can be easily obtained by using the method of undetermined coefficients.
To see that, we let

Xn41 = Xn (10)

1
f <§(Xn+yn)> = Af'(xa) + Bf'(vn) (11)

and expand the second term f’(y,,) about the point x,. By comparing the coefficients of the derivatives of f at x,, up to second
derivatives, we can easily obtain

1

A=B=—, 12
5 (12)
this yielding (8).
In [10], Kou and Li considered an iteration scheme consisting of Jarratt’s iterate z, defined by
f(xn)
Zn = Xxp — Jr (X, 13
n n Jf( n)f/(x“) ( )
and followed by a Newton iterate, and use of the linear approximation
Zn — X Zn — Upn .,
F@) ~ =" (o) + (), (14)
Up — Xp Xn — Up
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where v, = x,, — %f(xn)/f/(xn), and Jf (x,) = % to obtain an improvement of Jarratt’s method [11]. The method

is given by
2 S
3w
fxn)

Zn = Xp _Jf(xn) (15)

f/(xa)
B f (@)
r@n)f " (o) + (1= 2 (xa))f ' ()

The approximation (14) can also be easily obtained by applying the method of undetermined coefficients with

f'(@n) = Af'(vn) + Bf' (xn), (16)
as in the above. The method (15) is of order six. Another sixth-order improved Jarratt's method is given by the first author
in[12].

Many other iterative methods in the literature can also be derived from each other through the method of undetermined
coefficients. For example, Nedzhibov’s third-order method (see [14] or [13]) defined by

F(xn)

Xnt1 = Zn

Xny1 = Xn — (17)
T L (P ) + 2f () + ()
Hasanov’s third-order method (see [15] or [13])?
f(xn)
Xnp1 = X — (18)
" T 0n) + 42522 + F(x0))
and the Newton-secant method (see [16] or [13])
_ fxn)
Xnt1 = X0 = TG0 o o) (19)
f(xn)

can all be derived from (5). To show this in the case of (17), we apply the method of undetermined coefficients a little
differently, that is, we search for the expression d,, satisfying

1 n n /
fd = [f’cyn) +2f’ (%) +f (xn)] . (20)

Expanding the terms f'(d,), f'(y,) and f/(@) of (20) about the point x,, up to second derivatives, using (4), and then
comparing the coefficients of the derivatives of f at x,,, we easily obtain the equation after simplifications

1 f(xn)
dp— X3 = —— , 21
Y TeS) 21)
or
L, 1fe) 1
h = Xn 2 ) z(xn + Yn)- (22)

We, therefore, derived (5) from Nedzhibov’s method, and the other way around. Similarly we can show the equivalence of
(5) and Hasanov’s method (18).
This can also be done in the case of the Newton-secant method, we seek to find d, in the equation

f/(xn)(f(xn) _f(.yn))

"(dy) = , 23
f(dn) Foo) (23)
or, equivalently

Frdn)f ) = ' &) [f () — f ()] (24)

I Thisisa special case of (10) with b = 4.
2 Thisisa special case of (10) with b = 6.



C. Chun, B. Neta / Computers and Mathematics with Applications 56 (2008) 2528-2538 2531

If we expand the terms f’(d,,) and f (y,) of (24) about the point x,, up to second derivatives, and then compare the coefficients
of the derivatives of f at x,,, we can obtain the same equation as in (22)

1
dn = E(Xn +yn)- (25)

We thus showed that (5) is equivalent to the Newton-secant method.
We can continue to derive new or existing methods from methods available. If we consider (7) in our application with
the form

, 2f' (xn)f' (Yn)
fidn) = #7 (26)
f'(%n) + f'(n)
we can obtain the approximating expression
!’
=g — O 27
2f (Xn) _f(Xn)f (Xn)
This suggests a new third-order method defined by
_ 1 f(xn) 1
n—an— o ”
2f — GG
f(xn) 1 T (28)
_ J(xn)
AT

The order was found using Maple software. This method is inefficient since it requires one function- and three derivative-
evaluation. The efficiency of this method is the same as the schemes by Hasanov (18) and by Nedzhibov (17), which are
special cases of (10).

Traub-Ostrowski’s fourth-order method (see [1]) is given by

fn) —f(Xn) f(Xn)

Xnt1 = Xn — . (29)
2f0/n) _f(xn)f,(xn)
If we look for d,, through the equation
£d,) = f' &) (2f (yn) — f (xn)] (30)

fn) —f(xn)

or, equivalently

F@If o) = F @)1 = ' xa)[2f ) — f (xa)] (31)

then after expanding the terms f'(d,,) and f (y,,) of (31) about the point x,, up to second derivatives, and then comparing the
coefficients of the derivatives of f at x,,, we can obtain exactly the same expression as in (27), thereby again obtaining the
same method as (28). This shows that Homeier’s method (7) and Traub-Ostrowski’s method are closely connected through
the method of undetermined coefficients.

Chebyshev-Halley methods [17] are a family of third-order methods defined by

1 Le(x X
Xpp1 = X — (1 + = f( n) ) f/( n) ’ (32)
21— Odf]"(xn) ()
where Ly (x,) = j%:;z"”) This family includes Chebyshev’s method (« = 0), Halley’s method (¢« = 1/2) and the super-
Halley method (o = 1). With this family, let us consider seeking the approximating expression d, such that
2[1 — aly (x)]
"(dy) = f'(x 33
f(dy) f(”)2+(1—2a)Lf(xn) (33)
or
F @) [2f (x)* 4+ (1 = 20)f )f " )] = 2f ) [ (xn)* — of xn)f” ()] (34)

If we expand the term f'(d,) of (34) about the point x, up to second derivative, and then compare the coefficients of the
derivatives of f at x,,, we can easily obtain

f&n)f’ (xn)

dy = x; — .
2f"(xn)? + (1 = 20)f (Xn)f" (Xn)

(35)
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When a = 1/2, (35) reduces to (22), thus showing that (5) is also equivalent to the Halley method. When « = 1, (35)

reduces to (27), thus implying that Homeier’s method (7) is equivalent to the super-Halley method. When « 0, (35)
reduces to
xn)f (%
. F a)f ' (o) (36)

2" (%) + f a)f " (%n)

It should be remarked that different values of « would result in different new third-order methods.

Before proceeding on, it should be emphasized that many approximations that were used in deriving existing iterative
methods can be considered as results of appropriately applying the method of undetermined coefficients as illustrated
above. In this contribution, it is noteworthy that almost all of known third-order methods in the literature are equivalent
to each other in the context of the method of undetermined coefficients. This also reveals the potential of the method of
undetermined coefficients as a powerful means of developing iterative methods for solving nonlinear equations.

2. Development of methods and convergence analysis

For the sake of simplicity and illustration, let us consider the iteration scheme of the form

f(Ung1)
f/(un+1) '

where 1,1 = g3(x,) stands for any third-order modification of Newton’s method. We would like to mention that in [18],
Kou et al. considered a variant of (37)

Xn+1 = Upy1 — (37)

o f(xn)
mET P
" 38
N (%) (38)
" " ')’

with u,.q given by one of (3), (5) or (7) to obtain three different fifth-order methods. Using the approximation (9) one can
obtain other less efficient fifth-order methods.
To derive the new method, we consider the expression

f/(un-H) = Af/(xn) + Bf/(.Vn) + Cf (ung1) + Df (xn), (39)
for application of the method of undetermined coefficients.
Expand the terms f'(u,11), f' (vn) and f (u,.1) about the point x,, up to third derivatives and collect terms. Upon comparing

the coefficients of the derivatives of f at x,,, we have the following system of equations for the unknowns A, ..., D
C+D=0 (40)
A+B+aC=1 (41)
BB+ %aZC =u (42)
1 2 1 3 1 2
E,BB-l—Ea Czia (43)

where o = up 1 — X, and B =y, — X,. Solving the equations (42) and (43), we get

O[2

T RG220 (44)
BB — 2a)
_ 6B-o) -
T a3 —2a)
Substituting in Egs. (40) and (41), we get
Ao —a? + 4a B — 3p2 -
BB —2a)
__6(-a) -
T aBB—2a)
The method is now
Xng1 = Unyq — a3 — 20)f (Uny1) )

v ) + @3 () + 6B (B — @) (f (Unt1) — f (xa))’
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where y = a(—a? + 4o — 38?) and u,,,, is computed by a third-order method such as (3), or (7) and y, is given by (4). If
we decide to use (5) then it is more efficient to expand f’ (i, 1) using

F/Ungr) = Af' () + Bf’ ("” Ty ) + CF (1) + DF (%) (49)
Now (40)—-(43) are replaced by

C+D=0 (50)
A+B+aC=1 (51)
éB + 1ozzC =« (52)
2 2

Toop 15 15

BB+ co’C= (53)

for the same « and 8 above. The solution is

_ —4a* 4 8ap — 37

(54)
BB — 4a)
2
B= _ A 55
BB — 4a)
c_ 66— w
a(38 — 4a)
__6(—20) o
T a8 —4a)
The method is now
Xnt1 = Upp1 — O[ﬂ(?pﬂ - 40l)f(u"+1) (58)

8f(%n) + 4a3f (1) + 6B(B — 200) (f (Uns1) — f(xa))

where § = a(—4a? +8af —3p2) and u,, 1 is computed by the third-order method (5) and y, is given by (4). Note that Neta
[19] has developed a sixth-order method requiring three function- and one derivative-evaluation per step. The new methods
we developed here require two function- and two derivative-evaluation per step. The efficiency of the three methods is the
same, unless the cost of function-evaluation is different from the cost of derivative-evaluation. It should also be pointed
out that the method (38) has been improved in the order from five to six by the approach of the method of undetermined
coefficients.

For the method defined by (48), we have the following analysis of convergence. A similar analysis can be done for (58).

Theorem 2.1. Let o € I be a simple zero of a sufficiently differentiable function f : I — R for an open interval I. Let
Un+1 = g3(x,) be any third-order method and assume that it satisfies

Unp1 — & = Ae, + 0(ep), (59)
forsome A # 0, and e, = x, — &. Then the new method defined by (48) is of sixth order.
Proof. Let ¢, = (1/k)f®(a)/f' (@), k = 2, 3, .. .. We assume that

Upiq — & = Ae2 + Be? 4+ 0(e)). (60)
Using the Taylor expansion and taking into account f (§) = 0 and by simple calculations, we easily obtain

flnin) = F/E)(Un1 — &) + 2 (Un1 — §)* 4 0(e))], (61)

fn) =f'(&)len + 265 + c3e) + 0(ep)], (62)

F'Gn) = f/(E)[1 + 2c2eq + 336} + 4cse; + 0(ep)], (63)
f(xn)

Yn=2Xn— o =&+ coep — 2(c; — c3)ey + O(e}), (64)
fr(xn)

f'om) =F©[1 +2¢5e; — 4ea(c; — c3)e, + O(ep)], (65)

o = Uptq — X = —e, + Ae; + Bel + 0(e)) (66)

B =Yn— Xy = —ey + €2 +2(c3 — c2)e + (3cq + 4c; — Tcac3)el + 0(ed). (67)



2534 C. Chun, B. Neta / Computers and Mathematics with Applications 56 (2008) 2528-2538

Hence we have

38 — 2a = —e, + 36262 + 2(3¢3 — 3¢5 — Ae; + (9¢c4 + 12¢; — 21cyc3 — 2B)ey + 0(e))

af = eﬁ — czeﬁ + (—2c3 + 2622 — A)e;1 + (—3c4 — 4623 +7cy¢3 + Ac; — B)el + O(eﬁ)

af(3B —2a) = —e2 + 4cyel + (8cz — 11c2 — A)e] + (12¢4 + 28c; — 40c,¢3 — 2Ac; — B)ed + 0(el).
We then obtain

aBB = 20)f (Uns1) = f'E)—(uns1 — E)ey + 4y (Uny1 — E)epn + (8cs — 1165 — A) (Uuny1 — §)e,)

— o (tns1 — £)%e) + (12¢4 + 28¢; — 40cyc3 — 2Ac; — B) (uny1 — £)eS + 0(ef?)].

We also get

B—oa= czeﬁ + (2c3 — 2¢2 — A)ef‘l + (3c4 + 4¢3 — Tcye3 — B)ej.,l + O(ef,)

6B(B — @) = —6cze; + (6A — 12¢5 + 18¢5)e} + (—18cs — 48¢; + 66¢,¢5 + 6B — 6ACy)e) + O(el),
so that it follows from (61) and (62) that

68(B — a)f (Unt1) = f'(§)[—6C2(Uns1 — £)e; + (6A — 12¢5 + 1865) (Ung1 — £)ej + 0(e})]

6B8(B — a)f (xy) = f'(&)[—6czeft + (BA — 12¢3 + 12¢3)e> + (48cyc3 — 30c; — 18¢4 + 6B)eS + O(e))].
On the other hand, we can obtain

o? = e2 — 2Ae} — 2Be; + 0(ed)

o = —e + 3Ae; + 3Bed + 0(e))

,82 = eﬁ — 2C2€i + (5c22 — 4C3)e;1 + (—6¢c4 — 12C23 + 18c2c3)eﬁ + O(eg)

—a? + dap — 3B° = 2c2€2 + (4c3 — 7c2 — 2A)e} + (—2B + 6c4 + 20c; — 26¢,¢3 + 4Acy)e] + 0(eb)

a(—a? +4ap — 3p%) = —2ce} + (—4c3 + 7¢3 + 2A)e> + (2B — 6c4 — 20c; + 26¢,¢3 — 2Acy)e + 0(el),
so that we get from (63) and (65) that

a(—a? +4af —3BH)f (%) = f'(E)[—2c2e} + (3¢ — 4¢3 + 2A)e> + (2B — 6¢4 — 6¢; + 12¢5¢3 + 2Acy)ed

+0(e))]

o>f'(yn) = f'(E)[—€ + (3A — 2¢5)e] + (4c; — 4cacs + 3B)ed + 0(e))].
Thus, from (74), (75), (81) and (82), we have

a(—a® +4af — 3B°)f (xn) + f (vn) + 68(B — @) (f (Uns1) — f (Xn))

= f'(&)[—e€} + 4cze} + (—11c + 8c3 — A)el + (—B + 12¢4 + 28c; — 40cyc3 — 4Acy)ed + 0(e])].

Dividing (71) by (83), we get

B3 — 20)f (Uns1)
a(—a? +4af — 3B)f (xn) + ’f'(yn) + 6B (B — &) (f (Un41) — f (Xn))

= (Unt1 — &) — 2AC2(Uns1 — E)e) + C2 (U1 — E) + O(e)).

Thus,

ent1 = Un1 — & — [(Unp1 — &) — 2Ac2 (U1 — E)ep + Co(Ung1 — E)> + 0(e))]
= 2Ac,(Un11 — §)ey — Ca(ny1 — ) + 0(e])
= A%c,e5 + 0(e)).

This means that the method defined by (48) is of sixth order. This completes the proof. O

(68)
(69)
(70)

(71)

(72)
(73)

(74)
(75)

(81)
(82)

(83)

(84)

(85)
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3. Numerical examples

We present some numerical test results for various sixth-order convergent iterative schemes in Table 1. The following
methods were compared: the Newton method (NM), the method of Neta [19] (BM) defined by

f(.yn) f(xn) - %f(.Vn)

n=—Yn — s 86
I ) ) — 3 () (80)
f(zn) f(xn) _f(.Vn)
n+1 =2Zn — s 87
M I ) ) — 3 () (87)
the method of Kou [20] (KM) defined by
Znp = Xp — %7 (88)
F&n) + £ ()
F'Om) +f'(xn) fzn)
n — 4n — s 89
M= A S ) — Ot f ) (89)
the method of Grau et al. [21] (GM) defined by
20 =y — f(xa) Fn) 7 (90)
F &) — 2f ) f'(xn)
Xas1 = Zn fxn) f(zn) (91)

) = 2f @) k)

and our new methods (48) with (3) (OM1) and (58) (OM2) as well as the sixth-order methods given in [12].

All computations were done using MAPLE using 128 digit floating point arithmetics (Digits := 128). We accept an
approximate solution rather than the exact root, depending on the precision (€) of the computer. We use the following
stopping criteria for computer programs: (i) |X,+1 — x| < €, (ii) |f(xp+1)| < €, and so, when the stopping criterion
is satisfied, x,,1 is taken as the exact root o computed. For numerical illustrations in this section we used the fixed

stopping criterion ¢ = 1072°. We used the test functions as Weerakoon and Fernando [2] and the test functions in
Neta [22]
Test Function X0 X
1 X442 —-10 1.6 1.3652300134140968457608068290
2 sin?(x) —x2+1 1.0 1.4044916482153412260350868178
3 x—e*—3x+2 2.0 0.25753028543986076045536730494
4  cos(x) —x 15 0.73908513321516064165531208767
5 x—13-1 35 20
6 x>-10 4.0 2.1544346900318837217592935665
7 xeX —sin? (x)4+3cos(x)+5 —1.0 —1.2076478271309189270094167584
8 et _q 40 30
9 sin(x) -3 2.0 1.895494267033980947 1440357381
10  x°> +x— 10000 4.0 6.3087771299726890947675717718
11 N % -3 1.0 9.6335955628326951924063127092
12 e*4+x-—20 0.0 2.8424389537844470678165859402
13 In(x) + /@ —5 1.0 8.3094326942315717953469556827
14 xX*-x-1 0.5 1.4655712318767680266567312252

As convergence criterion, it was required that the distance of two consecutive approximations § for the zero was less
than 1072, Also displayed are the number of iterations to approximate the zero (IT), the number of functional evaluations
(NFE) counted as the sum of the number of evaluations of the function itself plus the number of evaluations of the derivative,
the approximate zero x.., and the value f (x,). Note that the approximate zeroes were displayed only up to the 28th decimal
places, so making all look the same though they may in fact differ.

The test results in Table 1 show that for most of the functions we tested, the methods introduced in the present
presentation for numerical tests have equal or better performance compared to the other methods of the same order. Notice
that in some test cases we had divergence, but our methods always converged.
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Table 1
Comparison of various sixth-order convergent iterative schemes and the Newton method

IT NFE (%) 5
1
NM 6 12 1.29e—61 1.26e—31
BM 3 12 —6.0e—127 3.79e—47
KM 3 12 —6.0e—127 4.71e—38
GM 3 12 —6.0e—127 1.14e—34
OoM1 3 12 —6.0e—127 7.43e—35
oM2 3 12 1.0e—126 6.85e—36
[12]-1 3 12 —6.0e—127 5.65e—41
[12]-2 3 12 —6.0e—127 8.22e—39
2
NM 7 14 —1.04e—50 7.33e—26
BM 4 16 —1.0e—127 4.42e—104
KM 4 16 —1.0e—127 5.35e—95
GM 4 16 —1.0e—127 2.98e—82
OoM1 4 16 —1.0e—127 5.54e—79
oM2 4 16 —1.0e—127 3.94e—86
[12]-1 4 16 —1.0e—127 5.30e—126
[12]-2 4 16 —1.0e—127 0.00e+00
3
NM 6 12 2.93e—55 9.1e—28
BM 5 20 —1.0e—127 4.16e—116
KM 4 16 0 2.89e—64
GM 4 16 1.0e—127 1.15e—63
OM1 4 16 —1.0e—127 9.74e—91
OoM2 4 16 1.0e—127 3.0e—128
[12]-1 4 16 1.0e—127 3.519e—32
[12]-2 4 16 1.0e—127 3.85e—64
4
NM 6 12 —3.76e—64 3.19e—32
BM 3 12 0 3.13e—27
KM 3 12 0 3.88e—28
GM 3 12 0 3.76e—26
oM1 3 12 0 1.10e—31
oM2 3 12 0 2.49e—31
[12]-1 3 12 0 5.01e—26
[12]-2 4 16 0 0.00e+00
5
NM 9 18 1.41e—84 6.86e—43
BM 4 16 0 1.63e—68
KM 4 16 0 4.65e—48
GM 4 16 0 3.16e—34
OoM1 4 16 0 4.15e—34
OM2 4 16 0 1.88e—37
[12]-1 4 16 0 1.04e—42
[12]-2 Div
6
NM 8 16 5.44e—72 9.17e—37
BM 4 16 0 2.07e—115
KM 4 16 0 6.95e—78
GM 4 16 0 4.67e—59
OoM1 4 16 0 1.11e—58
oM2 4 16 0 2.18e—63
[12]-1 4 16 0 2.30e—75
[12]-2 4 16 0 7.07e—55
7
NM 7 14 —2.27e—63 8.63e—33
BM 4 16 —1.1e—126 6.65e—120
KM 4 16 —1.1e—126 1.22e—96
GM 3 12 —1.1e—126 1.05e—26
OoM1 4 16 1.2e—126 3.90e—95
OM2 4 16 1.2e—126 7.07e—112
[12]-1 3 12 —1.1e—126 6.76e—29
[12]-2 3 12 1.2e—126 7.97e—29
8
NM 21 42 9.09e—78 3.26e—40

BM 6 24 0 1.08e—71



Table 1 (continued)

C. Chun, B. Neta / Computers and Mathematics with Applications 56 (2008) 2528-2538

2537

IT NFE fxy) )
KM 7 28 0 0
GM 9 36 0 7.76e—121
oM1 11 44 0 4.68e—72
oM2 9 36 0 7.06e—42
[12]-1 10 40 0 5.56e—72
[12]-2 10 40 0 5.97e—72
9
NM 6 12 —1.5e—80 1.80e—40
BM 3 12 —2.0e—128 3.70e—52
KM 3 12 —2.0e—128 1.55e—44
GM 3 12 —2.0e—128 1.98e—42
OoM1 3 12 —2.0e—128 2.67e—46
oM2 3 12 —2.0e—128 3.39e—45
[12]-1 3 12 —2.0e—128 2.68e—44
[12]-2 3 12 —2.0e—128 3.26e—43
10
NM 10 20 1.74e—62 2.63e—33
BM 7 28 0 1.22e—59
KM 4 16 0 1.01e—45
GM Div
oM1 5 20 0 2.35e—39
oM2 5 20 0 1.56e—78
[12]-1 4 16 0 3.81e—30
[12]-2 4 16 0 3.91e—30
11
NM 8 16 —5.0e—67 9.75e—33
BM Div
KM Div
GM Div
oM1 5 20 0 5.59e—78
oM2 4 16 0 1.07e—35
[12]-1 6 24 0 6.20e—104
[12]-2 6 24 0 1.81e—103
12
NM 14 28 6.1e—54 8.42e—28
BM Div
KM 4 16 0 1.34e—30
GM 5 20 0 8.54e—50
oM1 8 32 0 1.76e—74
oM2 7 28 0 2.92e—86
[12]-1 5 20 0 5.40e—29
[12]-2 5 20 0 1.97e—30
13
NM 8 16 —2.5e—79 4.46e—39
BM Div
KM 5 20 —1.0e—127 4.44e—47
GM 4 16 0 1.25e—35
oM1 5 20 1.0e—127 0
oM2 4 16 1.0e—127 2.54e—48
[12]-1 5 20 —1.0e—127 0
[12]-2 5 20 1.0e—127 0
14
NM 13 26 1.7e—51 2.23e—26
BM 15 60 —1.0e—127 0
KM 9 36 2.0e—127 7.27e—35
GM 10 40 —1.0e—127 1.15e—115
oM1 13 52 —1.0e—127 3.26e—44
OoM2 9 36 —1.0e—127 5.63e—29
[12]-1 10 40 —1.0e—127 1.92e—96
[12]-2 16 64 —1.0e—127 5.35e—47
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