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Function 
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Abstract:  
This paper presents three new approximations to the cumulative distribution function of standard normal distribution. The accuracy of the proposed 

approximations evaluated using maximum absolute error and the same is compared with the existing approximations available in the literature. The 
proposed approximations assure minimum of three decimal value accuracy and are simple to use and easily programmable.  
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1. Introduction 

The most widely used probability distribution in 
statistical applications is the normal or Gaussian 
distribution function. The cumulative distribution function 
(cdf) of standard normal distribution is denoted by ( )zΦ
and is given by  

( ) ( ) ( )dxxzZPz
z
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The cdf of normal distribution mainly used for 
computing the area under normal curve and approximating 
the t, Chi-square, F and other statistical distributions for 
large samples. The cdf of normal distribution does not have 
a closed form. For this reason, a lot of works have been on 
the development of approximations and bounds for the cdf 
of normal distribution. Approximations are commonly 
used in many applications, where exact solutions are 
numerically involved, not tractable or for simplicity and 
convenience (Krishnamoorthy, 2014).  

There are number of approximations for computing the 
cumulative probabilities of standard normal distribution at 
arbitrary level of accuracy available in the literature. Some 
of these approximations were previously studied by Polya 
(1945), Hart (1957 & 1966), Tocher (1963), Zelen and Severo 
(1964), Page (1977), Hammakar (1978), Lin (1989 & 1990), 
Norton (1989), Waissi and Rossin (1996), Byrc (2002) 
Aludaat and Alodat (2008), Winitzki (2008), Yerukala et al. 
(2011) and Choudhury (2014). We propose three new 
approximation functions to approximate the cdf of 
standard normal distribution. The accuracy of each 
approximation was assessed in terms of its maximum 
absolute error (Max. AE) when compared with the 
NORMSDIST () function for the values of 50 ≤≤ Z . 
 
2. Approximations to CDF of Normal Distribution 

This section presents the historical review of different 
approximations to CDF of normal distribution available in 
the literature for positive values of z.  
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2. Hart (1957): 
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3. Tocher (1963): 
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4. Zelen and Severo (1964): 
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where ( ) 133267.01 −+= zt , 4361836.01 =a , 
1201676.02 =a and 937298.03 =a . 

5. Hart (1966): 
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6. Page (1977): 

( ) ( ){ }yz tanh15.06 +≈Φ  

where ( )2044715.01
π
2 zzy += . 

7. Hammakar (1978): 
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8. Lin (1989): 
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9. Norton (1989): 
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10. Lin (1990): 
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11. Waissi and Rossin (1996): 
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12. Byrc (2002A): 
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13. Byrc (2002B): 
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where 575192695.51 =a , 77436324.122 =a ,
38718147.141 =b and 53531977.312 =b . 

14. Aludaat and Alodat (2008): 
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15. Winitzki (2008): 
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16. Yerukala et al. (2011): 
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where ( )zH 2695.0tanh1 −= , )5416.0tanh(2 zH =  and 
)4134.0tanh(3 zH = . 

17. Yerukala (2012): 
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18. Choudhury (2014): 
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The accuracy of the above functions discussed in the section 
4. 
 
3. New Approximations to CDF of Normal 
Distribution 

In this section, we present three new approximations to 
cdf of normal distribution. A new formula for standard 
normal distribution function ( )zΦ  is obtained using neural 
networks. Since ( )zΦ  is symmetric about zero and 
( ) ( )zz Φ−=−Φ 1 . It is sufficient to approximate only for all 

the values of 0≥z . Hence, the proposed approximations 
are given only for the non-negative values of z. The 
following approximation developed using neural networks 
methodology (Yerukala, 2012). A neural networks model 
with an input layer consisting single input node, a hidden 
layer and an output layer with one node is considered. 
Input node takes the values of z from zero to five with an 
increment of 0.001, whereas, the output node represents the 
corresponding cumulative probability for a given z.  The 
network is trained using backpropagation algorithm by 
taking the pair of observations as z value and its 
cumulative probability value p computed using 
NORMSDIST () function of MS Excel software. The hidden 
neurons are adjusted according to the sufficiently low 
training and testing error. The resulting approximation to 
cdf of standard normal distribution using neural networks 
is given below.  

( ) 50;
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where 321 982.4658.4611.3125.0 HHHy +−+= , 
( )zH 2624.0043.0tanh1 += , ( )zH 519.0687.1tanh2 −−=  and 
( )zH 5044.0654.1tanh3 +−= . 

Recently, researchers have mainly concentrated on 
developing different approximations both computationally 
tractable and sufficiently accurate by combining two or 
more existing approximations (Choudhury et al. 2007). We 
propose a combined approximation of two existing 
approximations 1F  and 2F  in the form of ( ) 21 1 FwwF −+
where the weight w is determined using the least squares 
method over the range of z. The proposed approximation 
has the form,  

( ) ( ) 0;1 13520 >Φ−+Φ≈Φ zwwz and 268.0=w . 
Third approximation is a simple modification to the 

Choudhury (2014) approximation and it has the form 
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Accuracy of the proposed approximations discussed in 
the following section. 

 
4. Results and Discussion 

This section presents the approximation errors of the 
listed functions in the above two sections. Each 
approximation is evaluated on the basis of maximum 
absolute error from NORMSDIST() function within the 
given range of z values. Table 1 presents the maximum 
absolute error and corresponding z value of each of the 
approximation. From this table, it is clear that the proposed 
approximation ( )z20Φ  is more efficient than all the listed 
approximations and ( )z19Φ  and ( )z21Φ are very good 
alternatives to the existing approximations. The error 
distribution of the approximations shows that, the 
proposed approximations have the error very close to zero 
(Figure 1). Maximum absolute error for ( )z19Φ  and ( )z21Φ  
is observed at around the origin, whereas the same is 
observed for ( )z20Φ  at z=1.9. The approximation ( )z20Φ  
have reduced the error about 86% and 60% respectively as 
compared with the ( )z5Φ and ( )z13Φ . Approximation 

( )z20Φ  provides 5 to 9 correct decimals within the given 
range of z (Figure 2). The approximation ( )z21Φ  is derived 
by improving the coefficients of the function proposed by 
Choudhury (2014), the resulting approximation not only 
improved the approximation accuracy but also simplified 
the formula at a great extent. 

Finally, the proposed approximations are very simple 
and provides a minimum accuracy of three decimal places. 
Simplicity of these approximations enables their application 
over a wide range of analytical studies at a reasonable 
accuracy levels. These approximations are easy to 
programme and simple to use on a handheld calculator. 

 
Table 1. Maximum absolute error and corresponding z 

value of the approximations 
Function Max. A E Occurrence of Max. AE at Z=z 

( )z1Φ  3.15E-03 1.64 to 1.66 

( )z2Φ  4.30E-03 0.28 to 0.31 

( )z3Φ  1.77E-02 1.7 to 1.77 

( )z4Φ  1.15E-05 0.51 to 0.54 

( )z5Φ  5.32E-05 1.02 to 1.06 

( )z6Φ  1.79E-04 1.22 to 1.27 and 2.56 to 2.62 

( )z7Φ  6.23E-04 0.33 and 0.34 

( )z8Φ  6.59E-03 0.39 

( )z9Φ  8.07E-03 0.87 to 0.89 

( )z10Φ  6.69E-03 0.44 and 0.45 

( )z11Φ  4.37E-05 1.14 and 1.15 

( )z12Φ  7.18E-04 1.07 to 1.12 

( )z13Φ  1.87E-05 1.47 to 1.57 

( )z14Φ  1.97E-03 1.83 to 1.93 

( )z15Φ  6.20E-05 2.19 to 2.23 

( )z16Φ  1.25E-03 2.58 to 2.69 

( )z17Φ  1.17E-04 3.67 and 3.68 

( )z18Φ  1.93E-04 0.00 

( )z19Φ  1.61E-04 0.00 

( )z20Φ  7.54E-06 1.89 to 1.91 

( )z21Φ  1.10E-04 0.06 

 

 
Figure 1. Error Distribution of the Approximations 
 

 
Figure 2. Error distribution of the approximations ( )z5Φ ,

( )z13Φ  and ( )z20Φ  
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